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"Intelligent Machines: NLP Meets Robotics™

Date: 24-7-2025

Day: Thursday

Turing Club organised by the Dept. of CSE — AI&ML of Pragati Engineering
College in association with Career Guidance Cell is organizing a seminar on "
Intelligent Machines: NLP Meets Robotics " as part of Industry 4.0.




Attendance list :

S.NO | ROLL NUMBER NAME
1 23A31A4203 DARSI SAHITHYA
2 23A31A4298 ALLEN BRIGHTON BASCOM
3. | 23A31A4299 AVASARALA SHANMUKH VENKATA SAI
RAM
4 23A31A42A0 BAGADI RAJESH
5 23A31A42A1 CHODAPANEEDI VENKATA SAI RAM
6. 23A31A42A2 DASARI AJAY KUMAR
7 23A31A42A3 DEGALA NARAYAN KARTHEEK
8 23A31A4204 DEVARAPALLI HEMA SURYA SAHITYA
9 23A31A42D9 DUDALA SRIYA
10. 23A31A42E0 GANTA NAGA ANUSHA
11 23A31A4205 GUTTULA AMRUTHA NOOKAMBIKA
12 23A31A4206 ILLA LAKSHMI SIRI SIVA SAl CHANDANA
13 23A31A42E1 KADALI SRUJANA
14. 23A31A4207 KAMIDI LALITHA KUMARI
15, 23A31A42E2 KATTA ANJANI SURYA PRABHA
16. 23A31A4208 KEDASI ROSHINI
17 23A31A4209 KOLA SRI VANAJA GEETHA
18. 23A31A42E3 KOLLI NAVYAJYOTHI
19. 23A31A42E4 KONDEPUDI MANASA
20. 23A31A4210 KOPPANA MONIKA SREE BALA
21, 23A31A4211 KOPPISETTI SRIJA
22, 23A31A4212 KORIBILLI BHAVYA SRI
23, 23A31A42E5 KORUKONDA LAKSHMI PAVITHRA
o4, 23A31A4213 KOTHAPALLI SAlI ROHINI




23A31A4214

KOTTAPALLI PUJA

25.
26. 23A31A42E6 KOVVURI HARSHA MADHURI REDDY
27 23A31A4215 MADDUKURI SRILAYA
8. 23A31A42E7 MANIVISETTI LAKSHMI SRI
29, 23A31A42E8 MONDI KOUSALYA
30, 23A31A42E9 NALLAMILLI DHANYA RADHIKA
31 23A31A42F0 PIDITHI BHAVYA PREM AGNES
32, 23A31A4292 TADI SHAINY
33, 23A31A4219 TADIMALLA SV P K SRI SATHVIK
34, 23A31A4293 TALLA LEELA NAGA SRI DURGA
35, 23A31A4294 TANNEERU KAVYA VENKATA SRI
36. 23A31A42J0 TEKU SYAM KUMAR
37, 23A31A4295 THELLAMEKALA RENUKA DEVI
38 23A31A4296 THOTA SANTHI
39, 23A31A4297 TUMMALAPALLI BHAVYA
40. 23A31A42J1 UDAY KUMAR LALAN DIWAKAR
a1 23A31A42J)2 VADAPALLI ADITYA VARDHAN
42, 23A31A42J3 VANGALAPUDI SATISH PREETHAM
43, 23A31A42)4 VENTU VENKATA MURALI KRISHNA
a4, 23A31A42J)5 YADLAPALLI LALITHADITYA
45. 23A31A4203 DARSI SAHITHYA
46. 23A31A4298 ALLEN BRIGHTON BASCOM
47.| 23A31A4299 AVASARALA SHANMUKH VENKATA SAl
RAM
48. 23A31A42A0 BAGADI RAJESH
23A31A42A1 CHODAPANEEDI VENKATA SAI RAM

49.




FEED BACK ANALYSIS

ROLL
NUMBER

speaker

communicati
on

CONTENT
DELIVERY

DARSI SAHITHYA 23A31A4203
1. 5 4
DEVARAPALLI HEMA
SURYA SAHITYA 23A31A4204
2. 5 5
KEDASI ROSHINI 23A31A4208
3. 5 5
KOLA SRI VANAJA
23A31A4209
GEETHA
4. 4 4
KOPPANA MONIKA
23A31A4210
SREE BALA
5. 2 2
KOPPISETTI SRIJA 23A31A4211
6. 4 4
KORIBILLI BHAVYA SRl 23A31A4212
7. 5 5
KOTHAPALLI SAI
23A31A4213
ROHINI
8. 4 5
KOTTAPALLI PUJA 23A31A4214
9. 5 4
MADDUKURI SRILAYA 23A31A4215
10. 5 5
TADI SHAINY 23A31A4292
11. 5 5
TALLA LEELA NAGA SRI 23A31A4293
DURGA
12. 4 4
TANNEERU KAVYA 23A31A4294
VENKATA SRI
13. 5 5
THELLAMEKALA RENUKA
23A31A4295
DEVI
14. 4 4
THOTA SANTHI 23A31A4296
15. 5 5
TUMMALAPALLI BHAVYA 23A31A4297
16. 5 5
ALLEN BRIGHTON
23A31A4298
BASCOM
17. 4 4
AVASARALA SHANMUKH 23A31A4299
VENKATA SAI RAM
18. 5 5




BAGADI RAJESH 23A31A42A0

19. 4 4
CHODAPANEEDI
VENKATA SAI RAM 23A31A42A1

20. 5 5
DASARI AJAY KUMAR 23A31A42A2

21. 5 5
DEGALA NARAYAN
AT 23A31A42A3

22. 5 5
DUDALA SRIYA 23A31A42D9

23. 5 5
GANTA NAGA ANUSHA 23A31A42E0

24, 5 5
KADALI SRUJANA 23A31A42E1

25. 5 5

Overall rating: Very Good

The convergence of Natural Language Processing (NLP) and Robotics is revolutionizing the way
machines understand, interact, and operate in the real world. This seminar explores how intelligent
robots, such as voice-operated drones, are transforming environmental monitoring by combining
language understanding and autonomous decision-making.

We will dive into the basics of NLP, explore its integration in robotics, and illustrate the synergy using a
real-world example:

Introduction to Intelligent Machines

o Definition of intelligent machines
e Role of Al, ML, and robotics
e Motivation: Why integrate NLP with robotics?

Basics of NLP (Natural Language Processing)

e What is NLP?

e Common tasks: speech recognition, intent detection, NLU (Natural Language Understanding)
e Text vs. voice interfaces

o Real-world examples: Alexa, Siri, chatbots

Merging NLP with Robotics

e How NLP commands translate into robotic actions

e Voice command pipeline:
1. Speech to Text (using libraries like Google STT, Whisper)
2. Intent Detection (e.g., “Scan Area” — flying mode)
3. Action Mapping (drone navigates and performs task)




o Command examples:
o "Start scanning the left area.”
o "Count tall plants only."
o "Return to base."

Case Study: Drone for Forest Plant Counting via Voice

e Goal: Count plant density and type in specific forest areas
e Hardware: Autonomous drone with onboard camera + mic
e NLP Feature: Takes voice input from forest rangers
e Steps:
o Ranger says: "Count tall plants in zone 3."”
o NLP interprets — Command mapped — Drone flies to zone 3
o Uses computer vision to detect and count plant types
o Summarizes results via speech or display

Conclusion
The seminar concludes by highlighting how language and robotics together build smarter, more

interactive, and socially useful Al systems. From smart homes to wild forests, the reach of intelligent

machines is expanding—and it all starts with a voice.

* Intelligent Machines
Broadly defined

Pattern Recognition

Learning general patterns from data

Neural Networks

Learning general patterns in unstructured
data (i.e, images, text, audio, etc)

Pattern Recognition

Learning to understand natural language
(i.e, text)

LLMs are a subset of

generative Al and focus
primarily on language-
Large

“‘ Language [ related tasks.
Models
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Step 1: Tokenize

Break the text into smaller tokens

“Explain large language models to me
like I am five years old”

Explain large language models to me like I am five years old

Step 2: Embeddings

Convert the text into numbers

Explain - [0.13, 0.24,...,0.9]
Large - [0.44, 0.34,...,0.5]

Similar words have closer distance

https://projector.tensorflow.org/

You can usa the taal belaw 1o understand how a pisce of text might be tokenizsd by & languasges

madel, and the tolal count of tekans in that psace of tex
GFT-40 B GPT-42 minl GFT-3.5 B GFT-4 GPT-3 {Legacy]

i woe all arw learring guendl taday

Claar Show sxample

Tokans Charactars

8 34

112194, SB1, 722, 533, 7524, 3645, 17527, 4844]



https://projector.tensorflow.org/

STEP 3.SELF ATTENTION

Five year or well educated

Step 4: Prediction

Predict the next word - word by word to construct the complete sentence

“Imagine you have a super-smart
robot friend who read every_ _"

What is the likely word? Book or bank

Tokenization

Text is broken into tokens for the model to process

N4

Embedding

Tokens are converted into numerical vectors that represent meaning

Vv
HOW Transformer Mechanism

D oes It The model uses attention to focus on the most relevant parts of input text
A O rk . Prediction

Tokens are converted into numerical vectors that represent meaning

\%

Response Generation

The model generates sentences by iteratively predicting words,
maintaining relevance and coherence
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What's on the agenda today?

Write an email to 10k subscribers inviting them to the Generative Al 2-day Masterming by Outskill,
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Which Model To Use Where:
Model Exploration

449 & Counting
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So How Do You Know Which
Model To Use Where?

But There Is One Model Type That
Everyone Needs To Know Because It's
The Most Powerful

But There |Is One Model Type That Everyone
Needs To Know Because It's The Most Powerful

Reasoning Models




Reasoning Models Of The World

Company Reasoning Models Koy Featuras (Simple Explanation)

OpenaAl nk harder” for tough problems, exc
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What's on your mind today?

) have #10,000 to imiest, 2long with & laptop and internet access for 30 days. | want to start 8 homa-
based business that operates entirely online, without reguiring me to step outside. Please provide
three business ideas, each with a detaibed plan on ho'w to groay oy imsestment from 290,000 1o
21,040,000 within 30 days, The business should nolb b sery oe-pagsed, and sence | Bave no |,;|.:~:||r"f=|
skills, it must be achievable without writing code or using no-code oals. Additionally, the plan
should net rely on running ads, as | have no experience in ad management.

& Tools 4 °

There Are Al Models Which

Are Great With Text & Videos Too
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PRAGATI ENGINEERING COLLEGE

(AUTONOMOUS)

Learning is Supreme Deity

DEPARTMENT OF CSE (Artificial Intelligence & Machine Learning)

PEC / Admin / Circular / 2025 / Turing CLUB
Date: 21-07-2025.

All the staff, Pragati Turing club coordinators, Third year Students are informed that a seminar on
“Intelligent Machines: NLP Meets Robotics” is being organized by Turing club & IAENG in
association with career Guidance cell. The details are given below.

Date: 24- 7-2025

Time: 1:30 PM to 3:30 PM

Venue: CS8

Faculty Co-Ordinator: Mrs. L. Yamuna

Student Co-Ordinator: (Il -year CSE (Al&ML)- 23A31A4203(DARSI SAHITHYA)

Speaker: Mrs.L.Yamuna & Mrs K.S.R Manjusha
Assistant Professor,

Faculty coordinator HoD-CSE (AI&ML)
Copy to:

1) Chairman /All Directors / Vice President for kind information.
2) Vice Principal/Dean T&P for information.

3) All HoDs are requested to circulate among your staff members.
4) Convener-Career Guidance cell

5) Office File.
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